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Abstract—Image fusion is defined as the process by which several images of the same scene, or some of their features are combined together to form 
a single Image. In this paper we present a several fusion techniques to increase the information content of the fused image. It helps to diagnose the 
diseases like tumor, cancer, fracture in bones, ulcer and stones in the body etc effectively. The goal of image fusion (IF) is to integrate complementary 
multisensory, multitemporal and/or multiview information into one new image containing information the quality of which cannot be achieved otherwise. 
Various fusion applications have appeared in medical imaging like simultaneous evaluation of CT, MRI, and / or PET images. 
 
Index Terms—Medical Image Fusion, Wavelet Transform, Discrete Wavelet Transform (DWT ), Principal Component Analyses ( PCA), CT, MRI, and/or 
PET images , SPECT images, DTCWT, RDWT, Radon Transform , SIDWT and many more 

——————————————————— 
 
1 INTRODUCTION OF IMAGE FUSION 

The term Image fusion means in general an approach to 

extraction of information acquired in number of domains. 
The main objective of this technique is to obtain an image 
that is more suitable for visual perception.[9] 
The goal of image fusion (IF) is to integrate complementary 
multisensor, multiview and multitemporal information into 
one new image containing information the quality of which 
cannot be achieved otherwise. [1] 
Medical image fusion is the idea to improve the image 
content by fusing images taken from different imaging 
tools like Computed Tomography (CT), Magnetic 
Resonance Imaging (MRI),Positron Emission Tomography 
(PET) and Single Photon Emission Computed Tomography 
(SPECT). [17]  
(A) Different Types of Medical Images:-  
In Medical field there are different types of medical scan 
are available in order to diagnosis a tumour of a patient in 
absolute manner. Some of the examples of medical scan are 
CT image, MRI image, PET image and SPECT image. 
1) Computed Tomography (CT) Image: A CT Image 
provides the best information on denser / hard tissue with 
less distortion.[17] 

 
Fig. 1 CT Image 
2) Magnetic Resonance Imaging (MRI) Image: MRI image 
provides better information on soft tissue with more 
distortion. 

 
Fig. 2 MRI Image 
3) Positron Emission Tomography (PET) Image: A PET 
image shows chemical and other changes in the brain on 
comparing to that of CT and MRI images [18]. 

 
Fig. 3 PET Image 
4)Single Photon Emission Computed Tomography 
(SPECT)Image: A Single Photon Emission Computed 
Tomography (SPECT) scan is a type of nuclear test that 
shows how blood flow changes in brain, tissues and organs. 

 
Fig. 4 SPECT Image 
At present, there are three types of fusion operators are 
used for wavelet image fusion: pixel, area and region.[4] 
Typically, the field of medical image analysis is divided 
into six categories: Post-acquisition, Segmentation, 
Registration, Computation, Visualization and Security. [5] 
Another approach of Medical imaging is Image guided 
interventions and therapy (IGIT) sometimes it is also called 
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image-guided therapy (IGT)or image-guided 
intervention(IGI) or image-guided surgery (IGS). [7][43]The 
minimally invasive nature of Image guided interventions 
and therapy (IGIT)is often preferred over open surgeries 
because less trauma to the patient’s body is caused, which 
generally is associated with easier and faster recovery.[7] 
2 Image Fusion Methods  
There are many image fusion methods that can be used to  
produce high-resolution multispectral images from a high-
resolution panchromatic image and low-resolution 
multispectral images.[8] 
The term CBIR (content-based image retrieval) designates 
the retrieval of images based on their visual similarity to a 
user-supplied query image or to a set of user-specified 
image features. CBIR can be widely used in many areas, 
such as photograph archives, medical diagnosis, the 
military, retail catalogs, and remote sensing systems. [10] 
There are so many image fusion methods are available. 
Most of these image fusion methods are as follows:- 
• Wavelet Transform Fusion 
• The Discrete Wavelet Transform ( DWT ) 
• Pixel Based Wavelet Transform Fusion 
• The Dual Tree Complex Wavelet Transform (DTCWT) 
• Edge Based Wavelet Transform Fusion 
• Operator Based Image Fusion Method  
• Fusion of Multimodal Brain Images using Redundant 

Discrete Wavelet Transform ( RDWT) 
• Image Fusion Using The Convolution Of Meridian 

Distributions 
• Image Fusion Method Based On Principal Component 

Analysis (PCA) 
• Image Fusion Method Based On Brovey Transform 
• Image Fusion Method Based On Ehlers Transform 
• Simple Average Based Image Fusion 
• Image Fusion Based On Radon Transform 
• Shift Invariant Discrete Wavelet Transform For Image 

Fusion 
• Fusion Of Images In Multi Resolution Domain 
• Complex Wavelet Image Fusion 
• Morphological Methods 
• Knowledge Based Methods 
• Neural Network Based Image Fusion Methods 
• Fuzzy Logic Based Image Fusion Methods 
• Discrete Cosine Transform(DCT)  
• Daubechies Discrete Wavelet Transform Based Image 

Fusion  
• Symlet Based Image Fusion 
• Image Fusion Technique Using SVD For Radiotherapy, 

Prostate Biopsy And Lesion Targeted Prostate 
Intervention 

• Wavelet Transform Fusion 
In all wavelet based image fusion schemes the wavelet 
transforms W of the two registered input images I1(x,y )and 

I2(x, y)are computed and these transforms are combined 
using some kind of fusion rule∅ (Fig 5). Then the inverse 
wavelet transform W−1is computed and the fused image I(x, 
y)is reconstructed . [3][15] 

I (x, y) = W−1 {∅ (W (I1(x, y)), W (I2))) }  { 1} 
Where x= Scaling parameter and y= Location parameter. 
Wavelet means “small wave” so wavelet analysis is about 
analyzing signal with short duration finite energy functions 
[17]. Wavelet Transform is reduces the storage cost but it is 
not able to maintain edge information efficiently[18] 

 
Fig. 5Fusion of the wavelet transforms of two 
images.[3][15][19] 
• Discrete Wavelet Transform ( DWT ) 
The Discrete Wavelet Transform (DWT), which is based on 
sub-band coding is found to yield a fast computation of 
Wavelet Transform. It is easy to implement and reduces the 
computation time and resources required. [3] 
It provides some other advantages over other simple 
methods, like: energy compaction, larger SNR, reduced 
features, etc.[16] 
The discrete wavelet transform DWT is a spatial frequency 
decomposition that provides a flexible multi resolution 
analysis of an image in one dimension. The aim of the 
wavelet transform is to represent the signal as a 
superposition of wavelets, If a discrete signal is represented 
by f(t) its wavelet decomposition is then given by 

f( t) = ∑ 𝐶𝐶𝐶𝐶,𝑛𝑛𝐶𝐶 ,𝑛𝑛 𝛹𝛹𝐶𝐶,𝑛𝑛(𝑡𝑡),             {2} 
where m, n( t) is the dilated and or translated version of the 
mother wavelet  given by the equation 

𝛹𝛹𝐶𝐶,𝑛𝑛( t) = 2 –m /2𝛹𝛹[2 -m t –n ]            {3} 

where m and n are integers This ensures that the signal is 
decomposed into normalized wavelets at octave scales .It 
also provide More accurate clinical information for medical 
diagnosis & evaluation but it offers Poor directionality, 
Shift sensitivity, Absence of phase information.[18] 
• Pixel Based Wavelet Transform Fusion 
In the pixel based wavelet transform fusion all respective 
wavelet coefficients from the input images are combined 
using the fusion rule since wavelet coefficients having large 
absolute values contain the information about the salient 
features of the images such as edges and lines a good fusion 
rule is to take the maximum of the absolute values of the 
corresponding wavelet coefficients.[3]  
• The Dual Tree Complex Wavelet Transform 

(DTCWT) 
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The dual tree complex wavelet transform (DTCWT) 
iteratively applies separable spatial filters to produce 
frequency sub bands in a similar way to the classic discrete 
wavelet transform. The prime motivation for producing the 
dual tree complex wavelet transform was shift invariance. 
In normal wavelet decomposition small shifts of the input 
signal are able to move energy between output sub bands. 
This is a result of the sub sampling necessary for critical 
decimation.[3] Its advantages is to provide better image 
visual eminence and its disadvantages is that it has limited 
directionality[18]. 
 

 
Fig. 6 The image fusion process using the DTCWT and two 
registered multi focus clock images. 
 
• Edge Based Wavelet Transform Fusion 
Edge Based Wavelet Transform are two types:- 
( I ) The Discrete Dyadic Wavelet Transform DDWT. 
(II)Fusion of Images Using their Multiscale Edges. 
 
( I ) The Discrete Dyadic Wavelet Transform DDWT  
The multiscale edge representation of images has evolved 
in two forms based on the multiscale zero crossings and 
multiscale gradient maxima respectively and expanded to a 
tree structured. The two dimensional discrete dyadic 
wavelet transform ( DDWT) of an image I (x, y)Є L2 (R2) at 
scale 2j and in orientation k is defined as 

W 𝑘𝑘
2𝑗𝑗 f (x, y) = I * 𝛹𝛹 𝑘𝑘

2𝑗𝑗 (x, y ) , K= 1, 2      {4} 
( II ) Fusion of Images Using their Multiscale Edges  
This method reconstructs a very close and visually 
indistinguishable approximation of the input image from 
its multiscale edge representation. The wavelets used are 
not orthogonal but nevertheless I may bere covered from its 
multiscale representation through the use of an associated 
family of synthesis wavelet. This reconstruction algorithm 
is also stable for precisions of the order of 3 dB which 

means that if the wavelet transform modulus maxima are 
slightly modified this will still lead to a very close 
approximation of the input image By thresholding the 
wavelet transform modulus maxima based on their 
modulus values, it is possible to suppress the noise in the 
image as well as some light. 
• Operator Based Image Fusion Method  
At present, there are three types of fusion operators for 
wavelet image fusion: pixel, area and region. Pixel 
operators can quickly get a fused image, but the image can 
be blurred. Area operators consider the neighboring gray 
value, which can reduce the edge's sensitivity and the fused 
image has better vision characteristics. Region operators 
should operate 
image segment to source image. Though it can obtain an 
image with the best vision characteristics, the speed is very 
slow, so it is not suitable for medical image fusion, as 
medical image fusion should consider the time cost and 
quality of the fused image.[4] 
• Fusion of Multimodal Brain Images using 

Redundant Discrete Wavelet Transform  ( RDWT) 
Redundant discrete wavelet transform (RDWT) another 
variant of wavelet transform, is used to overcome the shift 
variance problem of DWT.RDWT can be considered as an 
approximation to DWT that removes the down sampling 
operation from traditional critically sampled DWT, 
produces an over-complete representation, and provides 
noise per sub-band relationship. We introduce RDWT 
based image fusion algorithm to fuse properties of medical 
images of different modalities such as brain proton density 
(PD) and T1 brain images[5][21]. RDWT is a pixel based 
fusion techniques. This is implemented in three steps 
process:- In the first step two images of different modality ( 
eg. MRI-T2 and CT, MRI-FLAIR and CT, MRI-T2 and 
SPECT) are taken as input. They are decomposed into four 
sub-bands each (LL, LH, HL, HH band respectively) using 
Haar Transform [23].In the second step, the coefficients of 
the LL sub band are averaged to get the approximate band 
of the fused image and the remaining three sub-bands 
coefficients are also fused using entropy. The three high 
sub-bands namely (LH, HL, HH) is further divided into 
blocks of 3*3 and the entropy of each block is calculated. If 
entropy of block from first image is greater, then the block 
from first image is chosen as output else the block from the 
second block is chosen. Thus the LH, HL, HH sub-bands of 
the fused images are calculated [23].Finally, the inverse 
discrete wavelet transform is applied to the fused 
coefficients to reconstruct the resultant fused image .The 
block diagram of the RDWT is shown in Fig. 7 [23]. 
 
 
 
 

CT Image MRI Image 
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Fig. 7Block diagram of Redundancy Discrete Wavelet 
Transform RDWT 

 
• Image Fusion Using The Convolution Of 

Meridian Distributions  
 

The Meridian distribution is a member of the GCD family 
(when p=1) for modeling heavy tailed non-Gaussian 
behavior. The pdf of the Meridian model has the form [6]: 

P (x; μ, γ ) = γ
2�(𝑥𝑥−μ)+ γ�^2   

{5} 

Where μ (−∞ < μ < ∞) is the location parameter, specifying 
the location of the peak of the distribution, and γ (γ >0) is 
the scale parameter of the distribution that determines the 
spread of the distribution centered on μ. It can be shown 
that if two independent random variables X1 and X2 follow 
Meridian distributions with parameters (μ1, γ1) and (μ2, 
γ2), respectively, then the random variable Y = X1 + X2 
follows the convolution of the distributions of X1 and X2, 
which is also a Meridian distribution. 

P(y ; μ ,γ ) = P(x ; μ1,γ1 ) * P( x ; μ2 ,γ2  ) 
= P( x; μ1 + μ2 , γ1 + γ2  )              {6} 

More generally, the weighted sum of two independent 
Meridian random variables, Z  w1X1,w2X2, also follows the 
Meridian distribution with parameters μ and γ defined 

μ= w1 μ1 + w2μ2 , γ= w1 γ1 + w2 γ2{7} 
 Here we assume that there are two input images, which 
are decomposed in the wavelet domain. Z represents the 
weighted combination of the two source images, whereas 
X1 and X2 are their corresponding wavelet coefficients. 
This is represented in figures given below. 
• Image Fusion Method Based On Principal 

Component Analysis (PCA) 
The PCA is a statistical technique which is used to 
transform the multivariate dataset of correlated variables 
into a dataset of uncorrelated linear combinations of the 

original variables [20]. There's involvement of 
mathematical formula for change of factors which can be 
called key components. It computes a tight and optimum 
explanation of the info set. The very first key aspect 
corresponds to the maximum amount of difference 
probable in the info and every subsequent aspect 
corresponds to the rest of the variance. First key aspect is 
taken across the direction of optimum variance. The 2nd 
key aspect is limited to lay in the subspace at a 90 level 
angle of the first. Within this Subspace, this aspect items the 
direction of optimum variance. The next key aspect is taken 
in the optimum difference direction in the subspace at a 90 
level angle to the former two. [18] 

 
 
Fig. 8 Image Fusion Method Based On Principal 
Component Analysis (PCA) [12][20] 
 

 
 
Fig. 9 Image fusion scheme employing PCA and fused 
image [12] 
• Image Fusion Method Based On Brovey 

Transform 
The Brovey transform is based on the mathematical 
combination of the multispectral images and high 
resolution Pan image. Each multispectral image is 
normalized based on the other spectral bands and 
multiplied by the Pan image to add the spatial information 
to the output image. The following equation shows the 
mathematical algorithm for the Brovey method[11] [8] 

Fi=  𝑀𝑀𝑀𝑀
∑ 𝑀𝑀𝑗𝑗   +𝐶𝐶𝑁𝑁
𝑗𝑗=1

𝑥𝑥𝑥𝑥{8} 

Where Fi is a fused band , Mi is the multispectral band to be 
fused, and P is the Panchromatic band . In some cases there 
it be an area with zero DN values for all bands; therefore a 
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constant C has to be added in the denominator to produce 
meaningful output digital numbers. 
• Image Fusion Method Based On Ehlers 

Transform 
The basic idea behind this method is to modify the input 
Pan image to look more like the intensity component. In the 
first step in order to manipulating HIS components, three 
low resolution multispectral RGB bands are selected and 
transformed into the IHS domain. Then, the intensity 
component and the panchromatic image are transformed 
into the spectral domain via a two-dimensional Fast Fourier 
Transform (FFT). Low pass (LP) and high pass (HP) filter 
were directly performed in the frequency domain on the 
intensity component and the high resolution panchromatic 
image respectively. The idea is to replace the high 
frequency part of the intensity component with that from 
the Pan image [11]. To return both components back into 
the spatial domain an inverse FFT transform was used. 
Then the high pass filtered panchromatic band and low 
pass filter intensity are added and matched to the original 
intensity histogram. Finally, an inverse IHS transform 
converts the fused image back into the RGB colour domain 
to obtain the high resolution multispectral image. 
• Simple Average Based Image Fusion 
This is a very basic technique of image fusion. It is shown in 
fig. 10.Image fusion could be achieved by simple averaging 
corresponding pixels in each input image as 
follows[12][17][22] 

If (x, y) = 𝐼𝐼1 (𝑥𝑥 ,𝑦𝑦)+ 𝐼𝐼2 (𝑥𝑥 ,𝑦𝑦  )
2

                              {9} 

 

Fig. 10:Sample images ,PET (left ) and MRI (right). 

• Image Fusion Based On Radon Transform 
Radon transform is used to find linear features. Now a 
days, Houghs transform, Trace transform and Radon 
transform received much attention of researchers. Houghs 
Transform is a derivative of Radon transform and Radon 
transform is a special case of trace transform [12].These 
three transforms are able to transform two dimensional 
images with lines into a domain of line parameters where 
each line in the image give a peak positioned at the 
corresponding line parameters. Radon transform of two 
dimensional function f(x, y) in (r , θ) plane is defined as 

 

Where δ(.) is Dirac function , r € [-∞,∞] is perpendicular 
distance of a line from the origin and θ Є[0,π] is the angle 
formed by the distance vector with x-axis as shown in 
Fig.11. 

 

Fig.11. Radon Transform 

• Shift Invariant Discrete Wavelet Transform For 
Image Fusion 

The shift invariant discrete wavelet transform (SIDWT) was 
an initial attempt to integrate shift invariance into a DWT 
by discarding all sub sampling [3]. It has been used for 
image fusion as reported in Shift invariance can also be 
achieved in a DWT by doubling the sampling rate .This is 
effected in the DTCWT by eliminating the down sampling 
by after the first level of filtering. Two fully decimated trees 
are then produced by down sampling effected by taking 
first the even and then the odd samples after the first level 
filters. To get uniform intervals between the two trees 
samples the subsequent filters in one tree must have delays 
that are half a sample different. For linear phase this is 
enforced if the filters in one tree are even and the filters in 
the other are odd. Additionally better symmetry is achieved 
if each tree uses odd and even filters alternately from level 
to level. The filters are chosen from a perfect reconstruction 
biorthogonal set and the impulse responses can be 
considered as the real and imaginary parts of a complex 
wavelet.  
Each stage of the SIDWT splits the input signal into the 
detail coefficient di(n) ,and the approximation coefficient 
ci(n) which serve as input for the next decomposition level. 

  

The decomposition start with c0(n)=f(n). The filter g(2i.k) 
and h(2i.k) at level I are obtained by inserting appropriate 
number of zeros between filter taps of the prototype filters 
g(k) and h(k). The reconstruction of the input signal is 
performed by inverse SIDWT. It is shown in fig. 12. 
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Fig.12 Shift invariant discrete wavelet transforms 
• Fusion Of Images In Multi Resolution Domain 
Several algorithms developed up to now can be classified in 
three primary categories: space field, methods of 
optimization and transformed field or multi-resolution. We 
were interested to evaluate the results of the algorithms of 
fusion in the multi resolution field moved two facts: the 
human visual system (HVS) is mainly sensitive to the 
change of local contrast. In addition, the MRI and the PET 
are currently the best techniques of anatomical and 
functional imageries, respectively of the human brain[13]. 
The imagery by magnetic resonance (MRI) constitute some 
of advanced most significant of the medicine of the 20th 
centuries. The basic idea is to apply a transform multi-scale 
to each image source, then builds a composite 
representation multi-scale of those by certain techniques of 
fusion [13]. 
• Complex Wavelet Image Fusion  
The areas of the images more in focus give rise to larger 
magnitude coefficients within that region. A simple choose 
maximum scheme is used to produce the combined 
coefficient map. The resulting fused image is then 
produced by transforming the combined coefficients map 
using the inverse complex wavelet transform. The wavelet 
coefficient images show the orientated nature of the 
complex wavelet sub-bands[15]. 
• Morphological Methods 
The morphology operators has been explored by image 
processing community for long, and the concept is used by 
the medical imaging community to detect spatially relevant 
information from the medical images. The morphological 
filtering methods for medical image fusion have been 
applied, for example, in brain diagnosis [2]. An example of 
modalities used in morphology based fusion can be seen in 
the fusion of CT and MR images [2].The operators such as 
averaging, morphology towers, K-L transforms and 
morphology pyramids are used for achieving the data 
fusion. These methods are highly sensitive to the inter-
image variability resulting from outliers, noise, size and 
shape of the features. 
• Knowledge Based Methods  
In medical imaging, there are several instances where the 
medical practitioner’s knowledge can be used in designing 
segmentation, labeling and registration of the images. There 
are a range of applications where the domain-dependent 
knowledge is useful for image fusion such as for 

segmentation, micro-calcification diagnosis, tissue 
classification, brain diagnosis, classifier fusion, breast 
cancer tumor detection and delineation & recognition of 
anatomical brain object. The knowledge based systems can 
used in combination with other methods such as pixel 
intensity. These methods place a significant amount of trust 
in the medical expert in labeling and identifying the 
domain knowledge relevant to the fusion task. The 
advantage is the ability to benchmark the images with the 
known human vision standards, while the drawback is the 
limitations imposed by human judgment in images that are 
prone to large pixel intensity variability. The use of 
preprocessing techniques in images can improve the 
imaging quality and increase the accuracy of ground truths 
[2]. 
• Neural Network Based Image Fusion Methods 
Artificial neural networks (ANN) are inspired from the idea 
of biological neural network having the ability to learn 
from inputs for preprocessing features and for making 
global decisions. The artificial neural network models 
require an input training set to identify the set of 
parameters of the network referred to as weights. The 
ability to train the neural network to adopt to these changes 
enable several applications for medical image fusion such 
as solving the problems of feature generation , classification 
, data fusion , image fusion , micro-calcification diagnosis , 
breast cancer detection, medical diagnosis , cancer 
diagnosis , natural computing methods  and classifier 
fusion [2]. 
• Fuzzy Logic Based Image Fusion Method  
The conjunctive, disjunctive and compromise properties of 
the fuzzy logic have been widely explored in image 
processing and have proved to be useful in image fusion. 
The fuzzy logic is applied both as a feature transform 
operator or a decision operator for image fusion. There are 
several applications of fuzzy logic based image fusion such 
as brain diagnosis , cancer treatment , image segmentation 
and integration , maximization mutual information , deep 
brain stimulation , brain tumor segmentation , image 
retrieval , spatial weighted entropy , feature fusion , 
multimodal image fusion , ovarian cancer diagnosis , sensor 
fusion , natural computing methods and gene expression 
[2] 
• Discrete Cosine Transform (DCT)  
The fusion strategies which are used in DCT domain are 
extremely effective when the feedback photographs are 
numbered and merged photographs are restored in JPEG 
standard .For using the JPEG development , an image (in 
color or gray scales) is divided into blocks of 8x8 pixels 
firstly. The Discrete Cosine Transform (DCT) is a while 
later used on each block leading to the technology of 64 
coefficients that are quantized to decrease their magnitude. 
The coefficients are then changed into a one-dimensional 
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variety in a crisscross fashion prior to entropy encoding. 
The compression is obtained in two measures; the initial 
through quantization and the next through the entropy 
development process. For reducing the problems 
undergone in the fusion of real time programs and 
enhancing the quality of merged picture, DCT fusion 
strategy is applied. Difference of 8×8 blocks computed from 
DCT coefficients is used as a comparison qualification for 
the experience evaluate. Fig 13 shows the Discrete Cosine 
transform [18]. 
 

 
Fig. 13 Shows the Discrete Cosine transform 
• Daubechies Discrete Wavelet Transform Based 

Image Fusion  
The Daubechies wavelet (db2) can be decomposed to n 
level based on the size of the image. Here first level of 
decomposition is considered for image fusion. Daubechies 
wavelets are orthogonal wavelets and asymmetric in 
nature. The two dimensional DWT leads to a 
decomposition of approximation coefficients at level j in 
four components: the approximation at level j+1, and the 
details in three orientations (horizontal, vertical, and 
diagonal) at j+1. Image Fusion is carried out by averaging 
the contents[21]. Image reconstruction process is performed 
using inverse of DWT (IDWT). IDWT uses the wavelet 
db2to compute the single-level reconstruction of fused 
Image IF, based on approximation matrix (A) and detailed 
matrices H, V and D (horizontal, vertical and diagonal 
respectively). Daubechies db2 is giving entropy results 
better than Haar, but unable give better than SIDWT and 
RDWT. To get better entropy one has process to the higher 
level of decomposition[21]. 
• Symlet Based Image Fusion 
Symlet based image fusion similar to „db2‟. The steps are 
exactly same as the “db2”. Even the results are almost 
same[21]. Therefore this method is not mostly used for 
Image Fusion. 
• Image Fusion Technique Using SVD 
SVD is a method for identifying and ordering the 
dimensions along which data points exhibit the most 
variations. Using SVD it’s possible to find the best 
approximation of the original data points using fewer 
dimensions. SVD takes a high dimensional, highly variable 
set of data points and reducing it to a lower dimensional 
space that exposes the substructure of the original data 

more clearly and orders it from most variation to the least. 
SVD is based on a theorem from linear algebra which says 
that a rectangular matrix A can be broken down into the 
product of three matrices - an orthogonal matrix U, a 
diagonal matrix S, and the transpose of an orthogonal 
matrix V. The theorem is usually presented like this [22]:  

A = USVT                                                  {10} 
where UTU = I, VTV = I; the columns of U are orthonormal 
eigenvectors of AAT, the columns of V are orthonormal 
eigenvectors of ATA, and S is a diagonal matrix containing 
the square roots of eigen values from U or V in descending 
order. This method is robust , simple and efficiency is good 
in the presence of noise but noise can be present [22]. 
The input images referred in the below block diagram may 
be a multimodality medical images such as CT, MRI, PET 
etc. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14 Block Diagram of Image Fusion Using SVD 
• Image Fusion For Radiotherapy, Prostate Biopsy 

And Lesion Targeted Prostate Intervention 
The image-fusion of prostate imaging were reported in the 
field of radiotherapy including external beam radiation 
therapy and brachy therapy, using fusions of CT, MR, 
ultrasound, and/or fluoroscopy[14].In addition, the 
potential value of image fusion of Doppler TRUS with MRI 
in the staging of prostatic cancer was discussed. However, 
recent attention to image fusion technology for prostate 
cancer is more toward its value in improving the quality of 
prostate biopsy by precisely targeting the image-suspicious 
area, in mapping the 3D localization of biopsy-proven 
prostate cancer, as well as its value in navigating image-
guided focal therapy. 
3 Conclusion 
Medical image fusion plays an important role in clinical 
applications. This is a major source for the doctors to 
diagnose the diseases. Whatsoever the medical imaging has 
its own kinds of imaging techniques like X-ray, computed 
tomography (CT), magnetic resonance imaging (MRI). 
However the characteristics and results of each of these 
medical imaging techniques are unique. For instance, X-ray 
and CT can provide images as dense like structure with 
which the physiological changes could not be detected 
whereas in MRI images even the soft pathological tissues 
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can be visualized better therefore the combination of CT 
and MRI medical image fusion analysis can plays better 
role. 
For Medical image fusion applications computation time 
and accuracy are two main parameter. After studies of all 
those above image fusion methods we can conclude that 
Discrete Wavelet Transform( DWT ) will give better result 
since it is easy to implement, reduces the computation time 
and resources required. It also provides energy compaction, 
larger SNR and More accurate clinical information for 
medical diagnosis &evaluation. But at the same time it also 
offers Poor directionality, Shift sensitivity, Absence of 
phase information and presence of spectra degradation. To 
remove the drawback of Discrete Wavelet Transform we 
can apply Dual Tree Complex Wavelet Transform 
(DTCWT) followed by DWT because  it provides better 
image visual eminence , shift invariance and better 
directionality. 
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